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Abstract – Semi-crystalline fibers, such as nylon, orlon, and spectra, play a crucial role in
modern society in applications including clothing, medical devices, and aerospace technology.
These applications rely on the enhanced properties that are generated in these fibers through
the orientation and deformation of the constituent molecules of a molten liquid undergoing flow
prior to crystallization; however, the atomistic mechanisms of flow-induced crystallization are
not understood, and macroscopic theories that have been developed in the past to describe this
behavior are semi-empirical. We present here the results of the first successful simulation of flow-
induced crystallization at constant temperature using a nonequilibrium Monte Carlo algorithm for
a short-chain polyethylene liquid. A phase transition between the liquid and crystalline phases was
observed at a critical flow rate in elongational flow. The simulation results quantitatively matched
experimental X-ray diffraction data of the crystalline phase. Examination of the configurational
temperature generated under flow confirmed for the first time the hypothesis that flow-induced
stresses within the liquid effectively raised the crystallization temperature of the liquid.
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Interest in semi-crystalline fibrous materials exploded
after the discovery of nylon in 1935. Many novel crystalline
fibers have since been produced and marketed under
such household trade names as orlon, rayon, spectra, etc.
Typical applications of these materials include clothing,
fabrics, textiles, surgical instruments, military equipment,
optical components, sensing devices, and many others;
these materials are thus crucial to a vast number of
consumer products and niche-market applications.
A chief property of semi-crystalline fibers is their

mechanical toughness: the fibers are typically ten times
stronger than steel on an equivalent-weight basis. This
property is strongly dependent on the degree of orienta-
tion of the chain-like macromolecules within the fibers.
Despite these materials representing a multi-billion dollar
per year industry, very little is still known theoretically
about the fundamental physics regarding orientation and
subsequent crystallization of the chain molecules from
the liquid state. This lack of knowledge is a significant
barrier to the development of novel applications of these
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materials because the morphology of the crystallized
fibers under flow can be substantially different than
that which is obtained under a quiescent temperature
quench, and is highly dependent on the flow type and
strength [1–5]. Thus the application of flow can be used
as an effective means of tailoring the crystalline structure
to specific applications if a sound theoretical background
is available to guide intelligent design.
The primary method of obtaining the requisite degree

of orientation in crystallized fibers is to stretch out and
orient the constituent chain molecules prior to crystalliza-
tion using an applied flow field, such as in an industrial-
scale fiber-spinning operation, from either a polymer melt
or solution. Much work has been directed over the past
50 years to understand this process, and several excel-
lent reviews exist [1–3]. During the 1960s, the first direct
rudimentary observations of flow-induced crystallization
began to appear. The next decade of the 1970s brought
greater sophistication to the experimental endeavors, with
birefringence and dichroism playing a key role in determin-
ing the crystallization morphology and kinetics under flow.
Recent advances in experimental methodology [6–9] have
allowed investigation of the structural changes occurring
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in polymeric systems during flow at various spatial and
temporal scales.
The 1980s brought the first empirical macroscopic theo-

ries for flow-induced crystallization. Specifically, Rangel-
Nafaile et al. [1] introduced a model based on the famous
Flory-Huggins theory of mixtures that incorporated an
additional phenomenological term that was proportional
to the stress that developed within the flowing liquid. In
this way, these authors were able to provide an empiri-
cal quantification of a hypothesis that the configurational
changes introduced by the flowing stresses were effectively
raising the melting temperature of the material under
investigation by up to 28 oC; this value was commensu-
rate with some experimental observations [1,5].
In the 1990s, effort was devoted to further the devel-

opment of macroscopic theories [10–12], but the models
were still mostly empirical in nature, and achieved no
quantitative agreement with experimental data. The 2000s
produced the first statistical theories of flow-induced crys-
tallization, but these microscopic models produced only
a qualitative understanding of the phenomenon of flow-
induced crystallization [13,14]. To date, no existing model
has been able to confirm or deny the hypothesis that
stresses generated under flow raise the melting point of
a material by orienting and deforming the constituent
macromolecules at constant temperature, and no explicit
atomistic simulations based on first-principles, rather than
a theoretical model, of flow-induced crystallization have
been reported.
Atomistic simulation is an important tool for the study

of crystallization kinetics and nucleation [15–18]. In
particular, Rutledge and co-workers [15,16] carried out
pioneering molecular dynamics (MD) studies on the
crystallization process by applying an arbitrary large
stress in one preferred direction to polyethylene liquids
under both isothermal and nonisothermal conditions.
They noted the important role of molecular mobility and
local segmental rearrangement on the development of the
crystalline phase. Although the previous work [15–18]
has provided valuable fundamental information on the
kinetics of nucleation and morphological developments at
atomistic length scales, the physically artificial process of
applying a one-dimensional stress, instead of a nonequi-
librium flow process, makes their results are not directly
applicable to flow-induced crystallization at constant
temperature.
A nonequilibrium MD study of the n-alkane C20H42 was

recently performed [19] which demonstrated that the local
intramolecular structure of the liquid under a very strong
steady planar elongational flow was quantitatively similar
to that of the real crystal, obtained via X-ray diffraction,
at short length scales; however, any sign of global long-
range order existing in the real crystal was not detected,
and all order disappeared quickly after cessation of flow. It
is possible that the development of long-range order was
retarded by the planar nature of the applied flow field,

which is of extension in the flow direction, compression
in the perpendicular direction, and neutral in the third
direction; i.e., the neutral direction allows a significant
degree of freedom with respect to molecular packing which
is subject to intense thermal fluctuations. It is also possible
that thermostat artifacts in the MD simulations at high
strain rates played a role in the absence of the development
of long-range crystalline order.
The two issues mentioned above can be overcome by

performing nonequilibrium Monte Carlo (MC) simulations
of a chain liquid under uniaxial flow. The uniaxial flow
field has a higher degree of orienting power due to the
fact that equal compression occurs in both perpendiculars
to the extension direction, instead of just one as in planar
elongational flow. Unfortunately, bulk uniaxial flow cannot
be simulated at present using MD because of the absence
of the requisite periodic boundary conditions. Also, no
thermostat artifacts will disturb the system in an MC
simulation.
The MC algorithm adopted in this work is a ther-

modynamically well-founded nonequilibrium Monte Carlo
methodology [20] that has proven to be capable of gener-
ating realistic steady-state structures of flowing polymeric
systems at various length scales [21,22]. The key to the
nonequilibrium MC method is to determine proper struc-
tural variables that are able to represent effectively the
deformed nonequilibrium states of system [20–22]. For the
C78H158 linear polyethylene liquid with a small polydis-
persity index (≈1.083) examined in this work, with atom-
istic interactions defined by the potential (SKS) model of
Siepmann et al. [23], an appropriate structural variable is
the second-rank conformation tensor c̃= 3〈RR〉/〈R2〉eq.
Here R denotes the chain end-to-end vector and the angu-
lar brackets denote ensemble averages. With this method,
it was possible to impose a strong, steady-state uniaxial
elongational flow to the liquid system through the conju-
gate thermodynamic field variable α (of second-rank) with
respect to c̃; i.e., αyy = αzz =− 12αxx, with all the off-
diagonal components being zero [23]. A broad range of
αxx [0.0,1.0] (see ref. [24] for the applicable range of
Weissenberg number, Wi) was applied to each system
at a fixed density of ρ= 0.7638 g/cm3. Four different
temperatures (300, 350, 400, and 450K) were studied.
Long MC cycles with highly efficient moves and a large
system size were used in the simulations to attain good
statistics, to avoid any system-size effects, and to ensure
the full attainment of steady states. The melt system
was prepared with 160 linear C78H158 molecules in a
rectangular box (enlarged in the stretching (x) direction)
with the dimensions (x× y× z in units of Angstroms) of
130.5× 54× 54 Å3. This box dimension was chosen to be
large enough to avoid any undesirable system-size effects
(especially under strong flow fields), based on the fully
stretched chain length (i.e., with the equilibrium C-C
bond length (1.54 Å) and C-C-C bending angle (114◦) in
the all trans-conformation). The maximum length of the
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end-to-end vector |R|max = 99.4 Å, and the mean chain
end-to-end distance at equilibrium 〈R2〉 1/2eq = 39.3± 0.5 Å
for the C78H158 melt at T = 450K and ρ= 0.7638 g/cm

3.
Hence, the x dimension of the simulation box was at least
30% larger than the |R|max value, and similarly for the y
and z dimensions based on the value of 〈R2〉 1/2eq . A well-
equilibrated initial configuration was prepared for each
simulation.
The effects of flow on the liquid conformation were

analyzed in terms of the structure factor S(k), which was
obtained via Fourier transformation of the pair correlation
function g(r) (fig. 1). At equilibrium (i.e., αxx = 0), all
temperatures displayed a similar isotropic, amorphous
structure over the whole range of k (inset, fig. 1(a)),
displaying a relatively weak temperature dependence on
both the average intramolecular configuration (reflected
in high k-regimes, i.e., k > 6 Å−1) and the intermolecular
ordering (reflected in low k-regimes, i.e., k < 6 Å−1) of the
liquid. Also included in the inset is the structure factor as
determined via X-ray measurements for liquid n-eicosane,
C20H42 at 315K [25] (represented by the circles). In spite
of the difference in size between the simulated liquid and
the real one (i.e., 78 carbon atoms as opposed to 20), the
agreement between the two sets of data is excellent, thus
providing a degree of confidence in the accuracy of the
SKS potential model that was used in the simulations.
In sharp contrast, highly anisotropic structures were

observed in nonequilibrium systems under strong flow
fields (main graph, fig. 1(a)). At the two highest temper-
atures, 400 and 450K, the chain molecules have become
highly extended and anisotropic, which is evident from the
shift in peaks at high k values from the equilibrium struc-
ture represented in the inset. However, at low values of
k, no long-range crystalline order was evident, indicating
that although the molecules were dramatically oriented
and elongated under flow, no true flow-induced crystal-
lization was occurring. Indeed, after cessation of flow, the
molecules at these two higher temperatures returned to
their quiescent isotropic structures, as displayed in fig. 2
(this behavior was also observed by Ionescu et al. [19]),
where a relaxation simulation was performed for each
system by turning off the applied field after the systems
reached the steady states at αxx = 1.0 in order to exam-
ine the nature of the flow-induced crystalline created in
the systems at T = 350 and 300K, compared to the simply
oriented melts at T = 450 and 400K. The results are shown
in terms of the mean-square chain end-to-end distance
(normalized by its equilibrium value) (fig. 2). Clearly, the
oriented melt phases in the systems at T = 450 and 400K
disappear quickly after removing the field. In contrast, the
crystalline phase in the systems at T = 350 and 300K
appeared to continue its state in a stable manner. This
result directly illustrates the intrinsic difference between
the two phases.
At T = 350 and 300K, distinct Bragg peaks became

evident at small values of k (< 1.5 Å−1) representing a
long-range order, typical of a real crystal (fig. 1(a)). After
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Fig. 1: (Color online) Structure factors of the equilibrium
and the elongated melts. The bin sizes of the wavenumber k
used in the calculations was 0.01 Å−1. (a) Comparison between
the liquid structures at different temperatures at equilibrium
(αxx = 0) (inset) and under uniaxial flow (αxx = 1.0) (main
graph). Circles within the inset represent X-ray data of liquid
n-eicosane at 315K. (b) Comparison between the flow-induced
crystalline structure created in the system at T = 350K and
the X-ray diffraction data of the crystal n-eicosane. The inset
shows the intermolecular part of g(r) for each temperature at
αxx = 1.0.

cessation of flow, these structures remained for a long
time, rather than quickly decaying back to the equilib-
rium structure of the quiescent melts (fig. 2). Additional
features supportive of the flow-induced crystalline phase
were the shift of the main peak at k≈ 1.38 Å−1 occurring
in equilibrium liquids to larger k≈ 1.52 Å−1 (indicating a
closer lateral packing between neighboring chains) and the
broken symmetry of the peak at k≈ 5 Å−1.
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Fig. 2: (Color online) Relaxation behaviors (depicted by the
thick solid lines that begin at the MC step equal to zero) of
system in terms of the mean-square chain end-to-end distance
〈R2〉 after turning off the flow field. Each system was subjected
to the flow field of αxx = 1.0 and fully attained the steady state
(depicted by the thin dotted lines) before removing the field
(i.e., αxx = 0). The 〈R2〉eq were found to be equal to 1547±
20 Å for T = 450K, 1679± 23 Å2 for T = 400K, 1793± 22 Å2
for T = 350K, and 2087± 30 Å2 for T = 300K.

Further quantitative examination of the flow-induced
crystalline (FIC) structure can be made using fig. 1(b),
where the simulated structure is compared directly with
the experimental X-ray data for the n-eicosane crystal,
indexed as triclinic, from ref. [19]. There is a remarkable
quantitative match of the Bragg peaks below k= 1.4 Å−1,
confirming the existence of regular intermolecular crystal
planes in the FIC phase, as well as above 6 Å−1, indicat-
ing intramolecular configurations very close to those in the
actual crystal. In the intermediate range, 2<k < 6 Å−1,
the three distinct crystalline Bragg peaks at 2.7, 3.1,
and 5.2 Å−1, are much less pronounced in the simulation
data, indicating that the FIC phase has a slightly differ-
ent morphology than the quiescently crystallized sample,
which is consistent with experiment [1–5]. The essential
order of the real crystal is thus preserved in the simu-
lated FIC phase, with respect to the intramolecular config-
urations and lateral intermolecular chain packing, but the
smeared-out Bragg peaks in the simulation data indicate
that the packing in the longitudinal direction is not as
dramatic as in the true crystal.
More evidence of a FIC phase in the simulation data

is provided by examining the intermolecular contribution
to g(r) (inset, fig. 1(b)). Here, a distinct, long-range peri-
odic order at the lower two temperatures is evident out to
the maximum distance that could be analyzed given the
dimensions of the simulation cell. A general rule of thumb
in amorphous polymers is that significant crystalline
structure has developed when a periodic structure exists
out to roughly 25–30 Å. Note that at the higher two
temperatures, the periodicity has decayed by 15 Å, indi-
cating the lack of long-range order.

In 1974, de Gennes [26] introduced the concept of the
“coil-stretch transition” in molecular configurations; i.e.,
a sharp or discontinuous increase in the molecular exten-
sion occurring under the application of an external field.
Figure 3(a) presents simulation data at the four temper-
atures of the mean fractional chain extension vs. flow
strength. At the higher two temperatures, the extension
shows a sharp but continuous increase at intermediate
values of αxx, indicating a smooth transition from the
coiled to the stretched configuration. However, at 350
and 300K, abrupt and seemingly discontinuous transitions
were observed at critical values of flow strength corre-
sponding to 0.3 and 0.2, respectively. After the critical
value has been obtained, further increase in flow strength
has little effect on the average chain extension, which is
very close to the maximum attainable value of unity.
The abrupt transition is further reflected in the enthalpy

change with flow strength presented in fig. 3(b). At the
lower two temperatures, there is again a discontinuous
change in the enthalpy of the FIC phase relative to the
equilibrium state, and the ultimate values of ∆H are much
greater than in the liquid state, where the enhanced orien-
tation leads to relatively minor changes in this quantity. As
an interesting point, note that the value of ∆H at αxx = 1
(225 J/g) is remarkably close to the experimental heat of
fusion (276 J/g) of a polyethylene crystal [27], further indi-
cating a FIC phase has been achieved. We further report
that the sudden transition in ∆H has also been observed
in the Helmholtz free energy change ∆A (obtained by
thermodynamic integration with respect to α, starting
from the equilibrium melt (i.e., α= 0); refer to eq. (17)
in ref. [22]) at the lower temperatures (300 and 350K),
whereas at the higher-temperature liquids (400 and 450K)
it increases continuously with the flow strength; in addi-
tion, ∆A is found to be much smaller at the lower temper-
atures than the higher temperatures, indicating that the
FIC phase created under strong flow fields is a quite stable
thermodynamic state compared to the equilibrium melt.
During the previous decade, Rugh [28] discovered that

temperature could be calculated from the atomistic config-
uration only, not just with respect to the atomistic kinetic
energy; this quantity was thus called the “configura-
tional temperature,” Tconf . Although strictly valid only
under equilibrium conditions, this idea can be extended
to flowing systems by invoking the assumption of a local
or quasi-thermodynamic equilibrium, which is standard
protocol in the theory of nonequilibrium thermodynam-
ics [29]. Using Tconf , structural changes of the system in
response to external flow fields can be related to the theo-
retical temperature that the molecules effectively expe-
rience with regard to chain configurations and ordering,
even though the actual temperature of the simulation has
not changed. The plots of Tconf vs. tr(c̃) for the four
temperatures are presented in fig. 4, where a monotonic
decrease of Tconf is evident in each case. This indicates that
the molecules are extending, orienting, and packing into
structures that they would be assuming at lower actual
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Fig. 3: (Color online) (a) Average fractional polymer extension
as a function of the field strength for each temperature. The
fraction was calculated as the ratio of average chain extension
relative to the maximum extension (|R|max = 99.4 Å) of a
linear C78H158 molecule in the full trans-conformation with the
equilibrium C-C bond length (1.54 Å) and C-C-C bending angle
(114◦). (b) Enthalpy change ∆H(=Hnoneq−Heq) between
equilibrium and nonequilibrium states with respect to flow
strength. The standard errors are commensurate with the size
of the symbols.

temperatures. Indeed, at 350 and 300K, the decrease is
very dramatic, and discontinuous at the critical values of
Wi, providing a further indication of flow-induced crystal-
lization. This observation is consistent with the hypothe-
sis that the stresses applied under flow effectively raise
the crystallization temperature of the liquid state [1].
The experimentally reported 15–20 ◦C increase of Tm for
a polyethylene crystal [6] compares well with the simulated
value of ∼13 ◦C decrease of Tconf at T = 350K.
In summary, atomistic simulations of a flow-induced

crystalline phase from an isotropic liquid by application
of a uniaxial elongational flow field have been performed
using nonequilibrium Monte Carlo methodology. The FIC
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Fig. 4: (Color online) The configurational temperature change
∆Tconf(= Tconf,noneq−Tconf,eq) vs. tr(c̃). The solid lines repre-
sent the linear fit of the data for each set-point temper-
ature. Fitting to ∆Tconf/Teq =E tr(c̃), E was found to be
(−7.8± 0.2)× 10−4 for T = 450K and (−7.9± 0.4)× 10−4 for
T = 400K for the melt phase, and (−8.1± 0.6)× 10−3 for T =
350K and (−8.8± 0.4)× 10−3 for T = 300K for the crystalline
phase; therefore, within statistical uncertainties, a common
slope was found for each phase.

structure was found to have a global long-range order, as
observed in real crystals. The sharp Bragg peaks at small
k values and the long-range local density correlation in
the FIC phase clearly demonstrated the primary charac-
teristics of real crystallites. Furthermore, the simulations
confirmed the long-standing hypothesis that flow-induced
stresses within the liquid effectively raised the crystalliza-
tion temperature of the liquid (the melting point eleva-
tion under flow). The conformation tensor based on the
chain end-to-end vector is shown to be well qualified as a
proper thermodynamic state variable for representing the
overall structure of short-chain liquids in nonequilibrium
states. (Analogously, in the nonequilibrium MC method
developed by Rutledge and co-workers, the orientation
distribution functions at different length-scales have been
employed as a state variable [30].) For long-chain entan-
gled polymeric systems, more detailed physical measures
(e.g., local conformation tensor based on each entangle-
ment strand or the Doi-Edwards orientational distribution
function) can also be considered as the nonequilibrium
state variables; efforts are currently in progress in this
direction. At the same time, it is necessary to consider
carefully in the data analysis the approximations involved
in each coarse-grained mapping MC procedure simulating
the flow field; e.g., effective length-scales, lack of dynamics,
and the empirical (or model-dependent) relation between
the thermodynamic variables and the flow field.
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