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A self-consistent field study of diblock copolymer/charged particle system
morphologies for nanofiltration membranes
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A combination of self-consistent field theory and density functional theory was used to examine
the stable, 3-dimensional equilibrium morphologies formed by diblock copolymers with a tethered
nanoparticle attached either between the two blocks or at the end of one of the blocks. Both neutral
and interacting particles were examined, with and without favorable/unfavorable energetic poten-
tials between the particles and the block segments. The phase diagrams of the various systems were
constructed, allowing the identification of three types of ordered mesophases composed of lamellae,
hexagonally packed cylinders, and spheroids. In particular, we examined the conditions under which
the mesophases could be generated wherein the tethered particles were primarily located within the
interface between the two blocks of the copolymer. Key factors influencing these properties were
determined to be the particle position along the diblock chain, the interaction potentials of the blocks
and particles, the block copolymer composition, and molecular weight of the copolymer. © 2013 AIP
Publishing LLC. [http://dx.doi.org/10.1063/1.4851375]

I. INTRODUCTION

Nanofiltration is an emerging technology with a wide
range of technical applications, including oil processing, sep-
aration, and concentration of amino acids, waste water treat-
ment, and many others.1, 2 The key benefit of nanofiltration
membranes over other available types of separation processes
(such as ultrafiltration and reverse osmosis) is their capabil-
ity to retain small molecules and ions, both organic and in-
organic, at high throughput levels; hence steric exclusion is
an important factor in their application. However, another
important factor to their extensive application in the sepa-
rations and purification industries is their ability to retain
molecules and ions based on charge, i.e., the so-called “Don-
nan exclusion.”3, 4 Several types of nanofiltration membranes,
both organic and inorganic, have been developed and pro-
duced on an industrial scale, such as zeolite membranes, tita-
nium dioxide membranes, polyamide membranes, sulfonated
polymer membranes, etc.5–8

The pore size and charge distribution (surface charge
density) are two key factors affecting the performance of
nanofiltration membranes. Furthermore, an effective nanofil-
tration membrane should also remain insoluble in the oper-
ating environment, possess a low thickness, and be mechan-
ically, chemically, and thermally stable.9 Useful methods of
nanofiltration membrane preparation nowadays include in-
terfacial polymerization, surface modification, layer-by-layer
self-assembly, and so on. However, these can be very complex
processes; e.g., interfacial polymerization depends on many
conditions, such as the chemical properties of the monomer
and solvent, pH, temperature, concentration of monomer, and
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phase transfer catalysis, which lead to control and consis-
tency issues in industrial manufacture.7 Another method of
nanofiltration membrane production is using hydrophilizing
agents (sulfuric, hydrochloric, nitric, and phosphoric acids) to
modify reverse osmosis membranes. However, the mechan-
ical properties are generally adversely affected during the
modification.10

In 1991, layer-by-layer self-assembly technology was
first developed by Decher to prepare nanofiltration mem-
branes through alternating assembly of anionic and cationic
layers.11 Self-assembly of block copolymers (BCP) with
nanoparticles (NP) also provides a promising means to con-
struct nanofiltration membranes, since the BCP-NP system
can self-assemble into an enormous range of interesting
nanoscale morphologies.12, 13 In a copolymer system com-
posed of two immiscible blocks, lamellar, cylindrical, bicon-
tinuous, and spherical long-range morphologies have been
observed.12 The nanoscale dimensions of the morpholog-
ical characteristics of these BCP membranes makes them
viable candidates for nanofiltration membranes, once one
of the blocks has been removed via chemical or thermal
degradation.13, 14 Indeed, it is well known that the length
scales of the inherent structural characteristics can be finely
tuned via modification of the molecular weight and interac-
tion potentials between the two blocks, thus providing direct
parameters that can be used to tailor size exclusion into pos-
sible membrane applications. Furthermore, the incorporation
of charged particles into the membrane self-assembly adds the
possibility of tuning the charge exclusion to specific applica-
tions, thus complementing the size exclusion effect.

Mixtures of particles and copolymers can lead to for-
mation of many complex mesophases, depending on such
factors as particle size, chemical properties of the parti-
cles and blocks, external field, volume fraction of a given
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block, etc.15, 16 In practice, researchers have characterized the
self-assembled BCP-NP system for both inorganic (Si, Au)
and organic (polyhedral oligomeric silsesquioxane POSS)
molecules.17, 18 The polystyrene capped gold system has been
studied in both aqueous and organic media for a wide range
of chain lengths. These studies demonstrated that a very uni-
form particle distribution could be produced throughout the
film.18 A block copolymer tethered with POSS can form ar-
rays of cylindrical channels (radii of approximately 9 nm) by
spin coating on a silicon substrate and then exposing to sol-
vent vapor.14 The location and orientation of charged nanopar-
ticles in the polymer matrix can also be controlled by their
selectivity and size, opening up a large number of potential
applications.19

To meet the demanding technological applications of
nanofiltration membranes, it will ultimately be necessary
to be able to tailor specific membranes to provide the
desired balance of both steric and charge exclusion for
particular systems. Much experimental effort is currently
being expended in this area following the intuitive path-
ways described above, but very little theoretical guidance
is available to allow a systematic approach toward future
directed membrane self-assembly. Many theoretical tools
have been developed over the past few decades that possess
great potential for describing the BCP-NP system, such as
molecular Brownian dynamics,20 Monte Carlo,21–23 hybrid
field theory,24, 25 dissipative particle dynamics,26, 27 and self-
consistent field theory.28, 29 The real-space, self-consistent
field theory (SCFT) is a powerful technique that has proven
successful for discovering and predicting morphologies of
complex copolymers, both in bulk and in solution. Thomp-
son et al. have developed a “SCFT/DFT” approach that com-
bines self-consistent field theory for the blocks with den-
sity functional theory (DFT) for the particles to examine
hybrid composite morphologies.30, 31 Recent theoretical re-
search along these lines has demonstrated that these BCP-NP
systems can self-assemble into a variety of interesting mor-
phologies with variable particle distributions concentrated
at the interfaces between the distinct polymer-rich regions
of the self-assembled structure.23–25, 31–33 Tethering neutral
nanoparticles to one end of the BCP chain directs additional
self-assembled structures, including several types of micellar
structures, such as rod-like micelles, vesicles, and sphere-like
micelles.20, 25, 33–35

Zhu et al.35 performed mainly 2-dimensional simulations
of BCP-NP systems with a nanoparticle tethered to one end
of the BCP chain. Two cases were studied, one in which the
particles were neutral to both blocks of the BCP, and one in
which the particles disfavored both of the blocks. In cases
where a neutral nanoparticle (P) was tethered to the B block
of an AB copolymer, three distinct long-range ordered struc-
tures were observed. At constant particle radius, when the vol-
ume fraction of the A block (fA) is low, the ABP molecules
pack into a hexagonal array of A-rich cylinders surrounded
by a B-rich matrix, which preferentially contains the majority
of the particles. At intermediate values of fA, lamellar phases
are formed, again with the nanoparticles preferentially located
in the B-domains. At high values of fA, a narrow region of
B-rich cylinders is present, and again the nanoparticles are

mostly confined to the B-rich domains (i.e., the cylinders).
Changing the particle radius had no effect on the qualitative
characteristics of the phase diagram, although increasing par-
ticle size tended to narrow the fA-range of all three ordered
phases. When the interactions of the nanoparticles were unfa-
vorable to both blocks of the BCP, a wider range of ordered
structures was observed. Of particular interest are cases where
the particles formed hexagonal arrays of cylindrical domains
within a matrix of the AB copolymer and lamellar structures
where particle-rich cylinders were located within the B-rich
domains. Zhu et al. also performed several fully 3D simula-
tions, apparently corroborating in these cases the extension of
their equilibrated 2D morphologies to 3-dimensional space,
although additional domains of nanospheres arranged in cu-
bic and quasi-face-centered cubic structures were also noted.
However, for many points within the investigated parameter
space, it is not clear how the restriction to 2D simulations af-
fected the resulting phase diagrams.

The purpose of this article is to examine the phase di-
agrams of BCP-NP systems in which the nanoparticles are
tethered either between the two blocks or at the end of one
of the blocks using a combination of self-consistent field the-
ory and density functional theory, as described by Thomp-
son et al.30, 31 The nanoparticles are allowed to interact (via
a standard interaction potential) with neither or both blocks
of the copolymer (both favorably and unfavorably), and the
stable equilibrium morphologies are obtained via a suite of 3-
dimensional simulations. Phase diagrams of the equilibrium
morphologies are constructed, of a similar nature to those of
Zhu et al.,35 and are compared with their results in the over-
lapping cases to validate our simulations and to explore the
differences between their 2D and our 3D simulations. Using
these phase diagrams, identification of several key parame-
ter ranges (in terms of molecular weight of the blocks, inter-
action potentials, nanoparticle position along the BCP chain,
etc.) are identified that might serve as a guide to future mor-
phological tailoring studies of nanofiltration membranes. Our
primary goal is to determine parameter ranges wherein one
can obtain morphologies that are amenable to applications
in nanofiltration membrane technology, such as cylinders of
one component of the BCP arrayed within a matrix of the
other, with a heavy concentration of nanoparticles at the in-
terface between the two phases. Selective thermal or chemi-
cal degradation of the cylindrical BCP component could then
lead to a membrane of charged nanotubes, tailoring both steric
and charge exclusion to potential nanofiltration membrane
applications.13, 14

II. THEORETICAL METHODS

We examine two BCP-NP systems: (a) the particle is
tethered at the free end of the B block of the copolymer
(ABP), and (b) the particle is tethered between the two blocks
(APB). The free energy of the system is expressed using the
framework of SCFT/DFT with interaction parameters quanti-
fying the affinities between the blocks and particles. These
parameters are denoted using χABN and χ iPN (i = A or
B), where χAB is a binary interaction potential of the Flory-
Huggins type between dissimilar monomers and N is the total
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TABLE I. Interaction parameters between blocks and particles for the target
systems.

System ABP-N ABP-AP ABP-BP APB-N APB-AP

χAPN 0.0 30.0 − 30.0 0.0 30.0
χBPN 0.0 − 30.0 30.0 0.0 − 30.0

number of monomers per chain. The quantity χAB is pos-
itive and describes the degree of incompatibility (immisci-
bility) of the two blocks of the BCP. In this study, we have
assumed typical ranges for this interaction parameter in the
five target systems (described below) that were examined
using SCFT/DFT simulations, i.e., χABN ∈ [8, 28] in di-
mensionless units.16, 28, 31, 33, 35–43 The interaction parameters
between the particles and blocks, χ iPN, are assumed to be
short-ranged and of the Flory-Huggins type, i.e., negative
when the particles favor a particular block, and positive when
they disfavor a block. This type of short-range interaction po-
tential has been assumed in prior Dissipative Particle Dynam-
ics studies of charged polymer membranes (e.g., see Ref. 44)
where the effects of atomistic potentials, such as Lennard-
Jones and Coulombic, are coarse-grained into Flory-Huggins
type of mesoscopic interaction parameters. Hence the in-
teractions of charged particles on diblock film morphology
are primarily steric (excluded volume) and energetic (par-
ticle surface interactions with neighboring chain segments),
both being short-ranged interactions at the mesoscale. Hence,
modeling the particle interactions using Flory-Huggins type
parameters should provide a reasonable estimation of these in-
teractions for the types of block copolymers used for nanofil-
tration membranes, where charge susceptible polymer back-
bone chains are undesirable. The values of the χ iPN assumed
for the target systems are presented in Table I. These values
were chosen based on those assumed by Zhu et al.35

We chose five target systems to study in our 3-
dimensional simulations, with the corresponding interaction
parameter values defined in Table I. The first of these cor-
responds to the case examined in two dimensions by Zhu
et al.,35 that of neutral, end-tethered nanoparticles (ABP-N),
which can be used to validate our 3D simulations and to de-
termine differences between these and the 2D simulations of
Zhu et al. We also examined the following four cases: (1) par-
ticles tethered to the end of the B-block which disfavor the
A-block and favor the B-block (ABP-AP); (2) particles teth-
ered to the end of the B-block which disfavor the B-block and
favor the A-block (ABP-BP); (3) neutral particles tethered
between the two blocks (APB-N); and (4) particles tethered
between the two blocks that disfavor the A-block and favor
the B-block (APB-AP). (Note that APB-BP was not examined
since it is symmetric with the APB-AP case.) These systems
were targeted because together they describe all combinations
of charged-species interactions with the possible blocks of the
BCP.

The radius of a spherical hard particle, RP, is set to
0.33 Rg, where Rg is the unperturbed mean-square radius of
gyration of the copolymer chain. This value was chosen since
it is the lowest value of this parameter examined by Zhu
et al., where the various regions of the phase diagrams are the
widest—see Fig. 3 of Ref. 35. For a given system volume, V ,
the variable f denotes the overall volume fraction of the AB
copolymer chain, and fP represents the overall particle vol-
ume fraction. According to the assigned value of RP (0.33Rg),
fP = 0.035. We denote as fA and fB the volume fractions
of the A and B blocks of the polymer chain. Thus we have
f · (fA + fB) + fP = 1.

In the framework of the SCFT/DFT method, the dimen-
sionless free energy F (relative to NCkBT, where NC is the
number of chains, kB is Boltzmann’s constant, and T is the
absolute temperature) of an ABP or APB system is given by
the expression 28–31

F = −In

(
Q

V

)
+ 1

V

∫
dr[χABNφA(r)φB(r) + χAP NφA(r)φP (r) + χBP NφB(r)φP (r)

−wA(r)φA(r) − wB(r)φB(r) − wP (r)ρP (r)

− ξ (r)(1 − φA(r) − φB(r) − φP (r)) + ρP (r)ψHS(φ̄p(r))]. (1)

Here φA(r), φB(r), and φP(r) are the local volume frac-
tions of the A-block, B-block, and the particles. Also, ξ (r)
is the Lagrange multiplier that is used to ensure the incom-
pressibility condition, χ ijN quantifies the interaction between
components i and j, and ρP(r) is the distribution of par-
ticle centers. The local particle volume fraction, φP(r), is
expressed as

φP (r) = 1 − f

VR

∫
|r′|<RP

dr′ρP (r + r′), (2)

and the weighted nonlocal volume fraction of particles, φ̄P (r),
is given by

φ̄P (r) = 1 − f

V2R

∫
|r′|<2RP

dr′ρP (r + r′). (3)

In the above expressions, VR is the volume of a sphere with
radius RP, and V2R is the volume of a sphere with radius 2RP.
ψHS quantifies the steric energy of the particles according to a
modified Carnahan-Starling equation for a hard-sphere fluid45

ψHS(φ̄P ) = 4φ̄P (r) − 3φ̄P (r)2

(1 − φ̄P (r))2
. (4)
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The symbol Q in Eq. (1) is the partition function, defined as

Q =
∫

dr q(r, s)q+(r, s), (5)

where q(r, s) and q+(r, s) are the forward and backward prop-
agators, which represent the probabilities of finding a segment
s at position r. They are solved through the modified diffusion
equations

∂

∂s
q(s, r) = ∇2q(s, r) − wiq(s, r), (6)

∂

∂s
q+(s, r) = −∇2q+(s, r) + wiq

+(s, r). (7)

The wi in Eq. (1) is the self-consistent field potential of com-
ponent i. In Eqs. (6) and (7), this quantity is wA, if 0 < s < f
· fA, and wB , if f · fA < s < f. The initial condition on the for-
ward propagator, q(s, r), is q(0, r) = 1 for both the ABP and
APB systems. The initial condition on the backward propaga-
tor, q+(s, r), is q+(f, r) = ∫

dn exp(−wp(r + RP n)) for the
ABP system, while it is q+(f, r) = 1 for the APB system. The
symbol n denotes the unit vector, which specifies the direc-
tion from the surface of a particle to the adjacent segment of
the copolymer chain. The forward and backward propagators
are then determined using Eqs. (6) and (7).

Minimizing the free energy of Eq. (1) with respect to the
system variables wA(r), wB(r), wP (r), φA(r), φB(r), ρP(r),
and ξ (r) yields the mean-field equations

φA(r) = V

Q

∫ f ·fA

0
ds q(s, r)q+(s, r), (8)

φB(r) = V

Q

∫ f

f ·fA

ds q(s, r)q+(s, r), (9)

ρP (r) = V

Q
exp(−wP (r))

∫
dn q(f, r + nRP ), (ABP)

(10)

ρP (r) = V

Q
exp(−wP (r))

×
∫

dn q(f · fA, r + nRP )

× q+(f · (1 − fA), r + nRP ), (APB) (11)

wA(r) = χABNφB(r) + χAP NφP (r) + ξ (r), (12)

wB(r) = χABNφA(r) + χBP NφP (r) + ξ (r), (13)

wP (r) = ψHS(φ̄p(r))

+1 − f

V2R

∫
|r ′|<2RP

dr′ρP (r′ + r)ψ ′(φ̄P (r + r′))

+1 − f

VR

∫
|r ′|<RP

dr′[χAP NφA(r′ + r)

+χBP NφB(r′ + r) + ξ (r′ + r)], (14)

φA(r) + φB(r) + φP (r) = 1, (15)

where

ψ ′
HS(φ̄P ) = dψHS

dφ̄P (r)
. (16)

We used the Alternating Direction Implicit Method with
periodic boundary conditions in three dimensions to solve
the SCFT/DFT equations.46–48 The calculation results were
used for the combinatorial screening of new mesophases in
BCP-NP systems. A simulation began with setting the initial
values of φA(r) and φB(r) according to the Gaussian distri-
bution, while the initial value for the particle center distri-
bution function, ρP(r), was uniform and the initial Lagrange
multiplier ξ (r) was set to the null value. Next, calculations
were performed of the particle volume fraction φP(r) via
Eq. (2), the weighted non-local volume fraction φ̄P (r) from
Eq. (3), and the self-consistent field potential fields wA(r),
wB(r), wP (r) from Eqs. (12)–(14). The propagators q(s, r)
and q+(s, r) could then be determined, which were used
to calculate the copolymer chain partition function Q from
Eq. (5). The next step evaluated the local block volume frac-
tions φA(r), φB(r) using Eqs. (8) and (9), while the particle
volume fraction φP(r) and the weighted non-local volume
fraction φ̄P (r) were determined using Eqs. (2) and (3) after
evaluating ρP(r) using Eqs. (10) and (11). The surface inte-
grals in Eqs. (10) and (11) were approximated with sufficient
accuracy using the mean-value theorem,

∫
f (n)dn = f̄ · S,

where S is the area of the surface of integration and f̄ is the
mean value of f (n) over the surface. The Lagrange multiplier
ξ (r) was calculated according to Eqs. (12) and (13) under the
incompressibility constraint of Eq. (15). Finally, the poten-
tial fields wA(r), wB(r), wP (r), and ξ (r) were updated using
a simple mixing method and the procedure was iterated until
convergence was achieved.29, 48 The calculations were carried
out until the self-consistent field potential differences between
two consecutive iterations were smaller than 10−5, and the in-
compressibility condition was satisfied.32, 35, 41

The calculation box size must be determined in corre-
spondence with the natural periodic length of the system mor-
phology, especially in the transition regions between lamel-
lar, spherical, and cylindrical structures. We performed veri-
fications typically using 12 different box sizes varying from
about 4.6 Rg to 6.9 Rg (from 32 × 32 × 32 to 48 × 48 × 48
cell numbers) with cell cubes of dimension 0.144 Rg with 200
segments of a Gaussian chain. We used different initial con-
ditions to decide which morphology was the most stable by
comparing their free energies.28 We varied fA and χABN sys-
tematically to construct phase diagrams for the target systems
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in Table I in order to determine the most promising morpholo-
gies for nanofiltration applications and the strategies (i.e., pa-
rameter mappings) required to generate them. Each phase di-
agram presented below consists of results of 3D simulations
covering 91 distinct points in a representative range of param-
eter space, (fA, χABN), optimizing box size as necessary.

III. RESULTS AND DISCUSSION

In each of the five target systems, the cylinder, lamel-
lar, and spherical morphologies were the most stable ordered
structures formed during the self-assembly process. The par-
ticles were generally distributed unequally in the two block
copolymer domains, and often agglomerated into distinct
particle-dense regions of the self-assembled structures, as de-
scribed in Sec. III C.

A. Phase diagram of end-tethered particle systems

We examined three separate cases of end-tethered parti-
cles. In each case, the particle was tethered to the free end
of the B-block of the copolymer. The three systems stud-
ied correspond to cases where the particle is neutral to both
blocks of the copolymer (ABP-N), where it disfavors the
A-block but favors the B-block (ABP-AP), and vice versa
(ABP-BP). We will discuss each of these three cases in
Secs. III A 1 and III A 2.

1. The neutral particle system (ABP-N)

The ABP-N system of end-tethered nanoparticles was
first studied using 2-dimensional SCFT/DFT simulations by
Zhu et al.,35 for which χAPN = χBPN = 0. We performed 3D
simulations of the same system at RP/Rg = 0.33 over similar
ranges of χABN (∈[11,28]) and fA (∈[0.2,0.8]) as assumed by
Zhu et al. Figure 1 presents the phase diagram of these 3D

FIG. 1. Morphological diagram of the ABP-N system, as defined in Table I.
The different morphological regions are denoted as lamellae (L), hexagonally
packed cylinders formed by the A block (CA), cylinders formed by the B
block (CB), nanospheres formed by the A block (SA), nanospheres formed
by the B block (SB), and disordered phases (D).

FIG. 2. Energetic and entropic contributions to the free energy at various
values of χABN, as noted in the legends. �U and �(TS) are calculated relative
to their values at fA = 0.2 at the respective value of χABN. The vertical lines
denote the approximate phase boundaries of the various morphologies.

simulations, which is similar to the phase diagram of stable,
2D morphologies of Zhu et al.; however, the phase diagram
for our system is shifted to lower values of χABN than that
of Zhu et al. for the appearance of the ordered regions (cf.
Fig. 1, where χABN ≈ 12 at the ordered-phase critical point,
with Fig. 2 of Zhu et al., where χABN ≈ 15). Presumably,
this is due to the 2D confinement effect, i.e., the restriction
to 2D increases the miscibility of polymer blends. Therefore,
the critical point of their 2D simulation is much higher than
a comparable 3D simulation.49 The particle volume fractions
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are also different between our 3D and their 2D simulations:
as mentioned above, we chose to use the same value for the
ratio RP/Rg = 0.33 as Zhu et al.; however, this corresponds
to a value of fP = 0.098 in the 2D simulations, whereas it is
0.035 in the 3D simulations. This difference impacts the val-
ues of the particle surface and volume integrations appearing
in Eqs. (10) and (11), and (14). Therefore, our critical point
of the ordered-phase transition is closer to that of the pure
diblock copolymer, which is known to occur at a value of
χABN ≈ 10.40

As evident from Fig. 1, only disordered morphologies
(D) exist for χABN < 12. For higher values of this parameter,
one also finds five distinct ordered morphologies depending
on the volume fraction of the A-block. At relatively low val-
ues of fA, there exists a morphology composed of A-rich cylin-
ders (CA) that are hexagonally packed within the B-dominated
matrix region. Conversely, at relatively high values of fA, the
hexagonal cylinders are rich in the B-block of the copolymer
(CB), surrounded by an A-rich matrix phase. Typical values of
the local volume block fraction of the dominant cylinder com-
ponent typically reach 0.95. For intermediate values of fA, we
observe the usual lamellar region (L) where the segregation of
the blocks of the copolymer is extreme, with alternating layers
typically possessing a local volume fraction of the dominant
block in the range of [0.9, 0.95]. Two spherical morphologies,
SA and SB, are formed immediately outside of the CA and CB

regions, at slightly lower and higher values of fA, respectively.
These morphologies are comprised of nanospheres arranged
on body-centered cubic lattices, which are either A-rich or B-
rich, depending on the value of fA.

The spherical morphologies described above were not
found in the 2D simulations of Zhu et al. at this value of
RP/Rg = 0.33—see Fig. 2 of Ref. 35. The reason for this is
most likely that the 2D simulations simply were not able to
distinguish between the spherical and cylindrical morpholo-
gies, and hence the CA region of the 2D simulations corre-
sponds almost exactly to the combined CA and SA regions of
the 3D simulations, and likewise for CB. However, Zhu et al.
stated that they performed a few sample 3D simulations for
this system for RP/Rg values in the neighborhood of 0.33, but
noticed no differences between their 2D and 3D simulation
phase diagrams. Therefore, we investigated these regions of
our phase diagram very carefully to ascertain the most sta-
ble morphology by varying the simulation box size from 4.6
× 4.6 × 4.6 to 6.9 × 6.9 × 6.9 R3

g (corresponding to 30 ×
30 × 30 to 48 × 48 × 48 cells) and initial conditions (cov-
ering metastable morphologies of disordered, cylindrical, and
spherical states formed from previously converged solutions).
Zhu et al. stated that they examined box sizes of 48 × 48 ×
48, whereas most of our minimum free energy states were de-
termined with boxes sizes in the neighborhood of 33 × 33
× 33 or 42 × 42 × 42. For a box size of 48 × 48 × 48,
we found free energy values significantly higher than those
for smaller box sizes, and morphologies that were either per-
forated lamellar40, 41 or gyroidal40, 42, 43 for various box sizes,
depending on the state point. The accuracy of the particle sur-
face integration in our model is limited by the lattice size,
which might cause the free energy comparisons between the
various morphologies at specific state points in these narrow

regions of phase space to contain numerical approximation
errors; however, the particular morphology we report at each
state point corresponds to the one with the absolute lowest
value of the free energy as calculated in our simulations. Re-
gardless of any possible approximation error, we believe that
these more complex morphologies, if occurring at all, only
exist in such narrow regions of state space (at least at the
particle size examined herein) as to be practically inaccessi-
ble. Specifically, the difference between two simulation state
points is 0.05fA at the same value of χABN, whereas the re-
gion where the gyroidal morphology is present is known to
be quite narrow (<0.05), and the cylinder or lamellar regions
are also known to overlap partially the gyroidal region (which
is only metastable in these overlapping regimes).48 These rea-
sons make it is difficult to determine the exact gyroidal region
of global stability in this method, assuming that it exists. Note
that at higher values of RP/Rg (0.45), Zhu et al. did observe
spherical morphologies of the sort noted above. (For the value
of RP/Rg = 0.45, the corresponding value of fP is 0.0835.)

It is instructive to examine the behavior of the internal
energy and entropy of the stable morphologies within the
various regions of the phase diagram—see Fig. 2. For this
purpose, the free energy of Eq. (1) is split into components
arising from energetic effects (the first three terms within the
integral), which we assign the symbol U, and entropic effects
(all other terms), which we define as S, according to the stan-
dard Legendre transformation, F = U − TS. Each of these
quantities is rendered dimensionless in the same way as the
free energy of Eq. (1), with U relative to NCkBT and S relative
to NCkB. At χABN = 11, the system is always in the disor-
dered regime regardless of the value of fA. The energetic con-
tribution to the free energy displays a maximum at roughly
fA ≈ 0.5. (This maximum occurs slightly less than fA = 0.5
because of the non-zero value of the particle volume fraction,
fP = 0.035.) The energetic contribution for the ABP-N system
varies as the integral of χABNφAφB ≈ χABNφA(1 − φA) since
φP � 1, so in a disordered state, where the local concentration
of each block is roughly proportional to its relative fractional
chain length, the maximum of �U in the vicinity of fA ≈ 0.5 is
expected. The entropic contribution remains null, independent
of the value of fA, which is a consequence of the assumption
of statistical equivalence of the A and B segments (sometimes
referred to as “conformational symmetry”). Since the A and B
segments are indistinguishable from each other in the model,
as long as the overall chain length remains the same there is
no configurational entropic effect associated with varying the
relative lengths of the blocks. With �S = 0, the free energy
change with increasing fA is equivalent to �U. Although the
change in entropy (relative to its value at fA = 0.2) is �S = 0
regardless of fA, its absolute value is not zero, and configura-
tional entropy is the dominant driving force in maintaining the
disordered state of the system in spite of the non-zero value
of χABN = 11.

When the interaction parameter is increased to χABN
= 12, as in Fig. 2(b), ordered phases develop in the vicin-
ity of fA ≈ 0.5—see Fig. 1. The increased interaction energy,
U, has grown to a magnitude to where it can compete with
the randomizing entropic potential, S. At small and large val-
ues of fA, the entropy can still overcome the energetics of the



244909-7 Zhang, Ye, and Edwards J. Chem. Phys. 139, 244909 (2013)

repulsive forces between the A and B segments since the num-
ber of interactions is fewer than when the blocks have an
equal number of segments. In these regions, the phase is dis-
ordered and the energy and entropy display the same quali-
tative behavior as for the case of χABN = 11. For fA ≈ 0.5;
however, the energy can be reduced by phase segregating the
A and B segments, as mandated by the parabolic expression
χABNφA(1 − φA), which nears global minima as φA → 0, 1.
This segregation results in a large decrease in the configura-
tional entropy due to packing frustration as the chains adopt
unnatural configurations, which drives up the free energy. The
chain configurations are compressed and packed within the
minor phase domains, whereas the chains comprising the ma-
trix phase are stretched in accordance with the constant den-
sity assumption. Nevertheless, this randomizing driving force
is not severe enough to overcome the energetic decrease, lead-
ing to a stable ordered phase. Phases of cylinders or lamellae
are formed, depending on the relative block lengths (i.e., the
value of fA), with the junctures and particles primarily located
at the interfaces. The surface area of these interfaces is de-
termined by a delicate balance between the entropic packing
frustration within the structure and the necessity of minimiz-
ing the contact area between the A and B segments. The exact
morphology (cylinders, lamellae, or, at higher χAB, spheres)
that appears is determined largely by this balance between
the packing volume of the structure and its interfacial surface
area. As the relative lengths of the blocks changes (varying
fA), this balance can change drastically, hence requiring more
numerous but smaller domains (higher surface area to volume
ratio), vice versa, or, in the most drastic cases, a change in the
morphology of the system to accommodate it.

When the interaction parameter is increased to χABN
= 18, there are five distinct morphological regimes: D, SA,
CA, L, CB, and D, moving from left to right in Fig. 2(c).
At this value of χABN, the energetic contribution to the free
energy is comparable to that of the entropy, and more mor-
phologies arise to accommodate the required balance between
interfacial surface area and packing volume. Furthermore,
these structures appear for smaller minority chain lengths
(i.e., smaller and larger values of fA) than for the case of χABN
= 12 since the relative contribution of the entropy to the free
energy has decreased.

2. Interacting particle systems (ABP-AP and ABP-BP)

Zhu et al.35 also examined a 2-dimensional system
wherein particles tethered to the end of one of the blocks were
disfavored equally by both of the blocks of the copolymer.
Here we study the case where the end-tethered particle favors
the B block, to which it is attached, while disfavoring the A
block (ABP-AP) and the inverse case (ABP-BP), as displayed
in Table I. We retained the particle radius at RP/Rg = 0.33.

In the case of the ABP-AP system, we set the particle-
block interaction parameters at values of χAPN = 30 and
χBPN = −30, such that the particle has an affinity to the B
block to which it is tethered and a revulsion to the A block.
Since the particles are attached to the B blocks, we expect that
the phase diagram for this system will qualitatively resemble

FIG. 3. (a) Morphological phase diagram of the ABP-AP system with fa-
vorable BP interactions and unfavorable AP interactions. (b) Phase diagram
of the ABP-BP system with favorable AP interactions and unfavorable BP
interactions.

that of the ABP-N system, but drive the particle distribution
even more prominently into the domains of the self-assembled
structures that are dominated by the B block. Consequently,
one could possibly tailor in a specific volume fraction of par-
ticles within the B-rich regions of the morphologies by fine-
tuning the affinity of the particles to the B block of the copoly-
mer, as discussed in Sec. III C.

The phase diagram for the ABP-AP system is presented
in Fig 3(a). For χABN < 8, only the disordered phase was
stable as the order-inducing energetic contribution of the re-
pulsive A-B block interactions was not sufficient to overcome
the randomizing entropic contributions to the free energy. An
evident change from the ABP-N system of Fig. 1 is that the
ordered-phase critical point in the ABP-AP system has been
shifted downward on the χABN-axis relative to that of the
ABP-N copolymer. Because the χAPN and χBPN parameters
are no longer zero, two additional terms in Eq. (1) are con-
tributing to the internal energy of the system. Although the
terms χ iPNφiφP can significantly impact the free energy in
localized domains, which are relatively rich in particles, they
do not contribute substantially to the overall free energy of the
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system since fP � 1. Nevertheless, the primary driver of this
downward shift is the affinity of the B segments for the par-
ticles, which induces the B segments to cluster and compress
around the particles, thereby reducing the number density of
particles and B segments directly exposed to the A blocks.
This not only results in a lower overall internal energy con-
tribution to the total free energy, but also relieves some of the
entropic packing stress, thus allowing ordered phase segrega-
tion at lower values of χABN than in the ABP-N system. An-
other key change evident in Fig. 3(a) from the ABP-N phase
diagram of Fig. 1 is that the CA and CB regions have widened
whereas the lamellar region has shrunk, which is likely due
to the lowering of the internal energy by the negative BP in-
teractions (recall that χBPNφBφP is a negative quantity), thus
shifting the ratio of interfacial area to packing volume higher.

The corresponding phase diagram for the ABP-BP sys-
tem is displayed as Fig. 3(b), where the particle-block inter-
action parameters were set at χAPN = −30 and χBPN = 30. In
the ABP-BP case, it is evident that the ordered-phase critical
point has shifted upward. Now that the particles favor the A
segments, rather than the B blocks to which they are tethered,
a huge entropic penalty must be overcome to form an ordered
phase since the particles preferentially tend to concentrate at
the interfaces where they can be near to the A segments, thus
forcing the B blocks to assume loop and hairpin-like config-
urations, or to stretch across the dimensions of the domain.
Consequently, the overall contribution of the internal energy
to the free energy must be significantly larger than in the neu-
tral particle (ABP-N) case to overcome the large reduction in
short-range configurational entropy of the B blocks—refer to
Fig. 2, which is qualitatively similar to the present case. The
morphological phase diagram of Fig. 3(b) resembles more
that of the neutral particle case of ABP-N (Fig. 1) than that
of the ABP-AP case (Fig. 3(a)). As in the ABP-BP case, the
phase diagram exhibits an expanded CA region, while the CB

region is relatively narrow. The A-rich cylinder morphology
of the CA region is stabilized by the favorable AP interactions.

B. Phase diagram of center-tethered particle systems
(APB-N and APB-AP)

We simulated two systems in which the interacting par-
ticles were located at the juncture of the diblock copolymer,
between the A and B blocks. The first case is that of a par-
ticle that is neutral to both blocks (APB-N), and the second
where the particle favors the B segments and disfavors the A
segments (APB-AP). Note that the second case is statistically
equivalent to that in which the particle favors A and disfavors
B. Since the particles are tethered between the two copolymer
blocks, it seems natural to expect that one might find many in-
teresting morphologies here in which the particles are heavily
concentrated at the interfaces between the A-rich and B-rich
domains.

The morphological phase diagram of the APB-N sys-
tems is presented in Fig. 4(a), where χAPN = χBPN = 0. Be-
cause the particle is neutral to both A and B segments, the
phase envelope is symmetric about fA = 0.5 since there is no
physical difference in this model between A and B blocks,
other than through the dimensionless interaction parameters.

FIG. 4. (a) Morphological phase diagram of the APB-N system in which the
particle is tethered between the two blocks and is neutral to both. (b) The
phase diagram of the APB-AP system. The particles favor the B blocks and
disfavor the A blocks. Due to symmetry, the inverse system, APB-BP, has the
same phase diagram when fA is replaced with fB.

Again there appear six general types of morphologies, corre-
sponding to disordered domains, A-rich and B-rich cylinders,
A-rich and B-rich spheres, and lamellae. The morphologi-
cal phase diagram for the APB-AP system (center-tethered
particle for χAPN = 30 and χBPN = −30) is depicted in
Fig. 4(b). Compared to the APB-N system, the CA region of
the phase diagram has widened whereas the CB region has
shifted to the right. In all cases, the particles are heavily dis-
persed within the B-rich domains of the structures, as one
would expect given the high degree of affinity between the
particles and the B segments—refer to Sec. III C. (Note that
this case is equivalent to the APB-BP system with the A and
B blocks interchanged.)

C. Particle density distributions

Three types of cylinder morphologies were discovered in
the 3D simulations, each with a distinct distribution of par-
ticles within the A-block and B-block dominated domains—
refer to Fig. 5(a). In reference to Figs. 5(b) and 5(c), and 5(d),
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FIG. 5. (a) Schematic diagram of possible particle-rich regions (left) and the cylinder hexagonal packing configuration (right). In the left figure, the symbols
denote the following regions of the most stable, ordered cylindrical structure: polymer matrix (a), cylinder interface (b), and cylinder core (c). In the right
diagram, the lengths of the black line segments denote the packing dimension. Rows (b), (c), and (d) are the example morphologies (left column) and sample
distributions (right column) representing the various regions depicted in (a); (b) particles concentrated within the matrix domain (APB-AP, fA = 0.75, χABN
= 18); (c) particles concentrated at the interface (ABP-BP, fA = 0.65, χABN = 21); and (d) particles concentrated within the cylinder cores (APB-AP, fA = 0.35,
χABN = 18). The block and particle volume fractions in the right column are plotted in units of Rg corresponding to the periodic spatial location along the black
line in the morphological images on the left.
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TABLE II. Typical values of cylinder diameters and packing dimensions.
The error associated with these values is ±0.14 Rg, which is due to the dis-
cretization of the simulation grid.

System Diameter (Rg) Packing dimension (Rg) χABN fA

ABP-N [2.0, 2.2] [4.1, 4.6] 21 [0.3, 0.35]
[2.0, 2.5] [4.1, 5.0] [21, 25] 0.3

ABP-AP [2.1, 2.5] [4.4, 4.7] 25 [0.25, 0.35]
[1.8, 2.5] [3.0, 4.7] [12, 25] 0.35

ABP-BP [1.3, 1.8] [3.0, 4.1] 25 [0.3, 0.35]
[1.5, 1.8] [3.0, 4.1] [15, 25] 0.35

APB-N [1.6, 2.1] [3.1, 3.4] 25 [0.25, 0.3]
[1.4, 2.1] [3.0, 3.4] [21, 25] 0.3

APB-AP [2.4, 3.0] [4.8, 5.0] 25 [0.3, 0.35]
[2.0, 3.0] [4.4, 5.0] [18, 25] 0.35

these three morphologies are as follows: (a) particle-rich ma-
trix domains surrounding hexagonally packed, particle-lean
cylinder cores; (b) particle-rich interfaces between the cylin-
ders of one block and the matrix formed by the other; and
(c) particle-concentrated cylinder cores surrounded by a
particle-depleted matrix phase with a dilute layer of screening
particles at the interface. Three important factors acted con-
certedly to affect particle location during the self-assembly
process, as well as the cylinder diameter and the length scale
of the hexagonal array: (1) the location of the tethering point
of the particle to the copolymer chain, (2) the particle-block
interaction parameters and the block-block interaction param-
eter (χ ijN), and (3) the A-block volume fraction (fA). The ef-
fects of these quantities on the phase diagrams of Secs. III A
and III B of the self-assembled structures will be described in
the following paragraphs, focusing primarily on the cylinder
morphologies rather than those forming lamellae or spheres,
as being of greater interest to nanofiltration applications.

With reference to Table II, the values of the cylinder di-
ameters in the CA and CB regions are determined based on the
intersection of the φA and φB curves in Figs. 5(b) and 5(c), and
5(d), and the packing dimensions are defined as the distance
between neighboring cylinder centers. These values are crit-
ically important for steric exclusion in nanofiltration mem-
branes. Typical values of the cylinder diameter and packing

dimension for different values of fA and χ ijN are displayed
in Table II. The results are as one would intuitively expect:
as χABN is increased at fixed fA, the diameter of the cylin-
ders and the packing dimension increase. This trend occurs
because the cylinder surfaces require less curvature (i.e., less
surface area relative to volume) since the associated decrease
in internal energy is mitigated by the increased energetics of
the mismatch between the two copolymer blocks.40, 50 Fur-
thermore, as fA is increased (when fA < 0.5) at fixed χABN, the
diameter of the cylinders and the packing dimensions also in-
crease. This is also intuitive since in these CA morphologies,
increasing the length of the A block increases the potential
for packing frustration, which balances the energetics of the
interfacial curvature.

Besides steric exclusion, and equally important factor in-
fluencing the rejection ratio of nanofiltration membranes is
the charge (Donnan) exclusion. To proceed, it is necessary to
set quantitative criteria as to acceptable design specifications,
i.e., concentration levels of particles at the interface, etc. This
is, of course, rather arbitrary without a specific application
in mind, so we set rather strict criteria and screen parameter
space to identify cylindrical morphologies that possess cores
with a local volume fraction of the major component of at
least 0.80 while that of the minority phase is less than 0.10, as
well as interfaces with local particle volume fractions that are
at least 75% greater than the overall particle concentration of
fP = 0.035, i.e., φP ≈ 0.06.

Table III displays information about each of the cylin-
drical morphologies observed in the simulations: the domain
with the greatest concentration of particles, the average val-
ues of φP at the interfaces, and whether or not it is possible
for the specific morphology to meet the NF membrane design
criteria, as stated above. The particles in the ABP-N system
are primarily uniformly distributed within the B-rich domains
for all ordered morphologies occurring within the investigated
region of parameter space, (fA, χABN), which confirms the re-
sults of Zhu et al. at this value of RP/Rg = 0.33. This is in-
tuitively expected, since the particles do not disfavor either
block, and thus effectively act as an additional non-interacting
B segment at the end of B block. Consequently, there is
no energetic driving force to preferentially distribute the

TABLE III. The particle-rich domains for different cylindrical morphologies in BCP-NP systems and particle
volume fractions at the interfaces. The matrix, interface, and cylinder core are defined in 5(a). As χABN or fA
increases, the particle density also increases (but generally less than 0.01 in absolute value).

System
Morphology

region Particle-rich domain

Typical value of
particle density at

the interface Candidate for NF?

ABP-N CA Matrix ∼0.035
CB Cylinder core ∼0.065 Yes

ABP-AP CA Matrix ∼0.040
CB Cylinder core ∼0.075 Yes

ABP-BP CA Interface ∼0.045
CB Interface ∼0.050

APB-N CA Interface ∼0.055 Yes, if χABN ≥ 28
CB Interface ∼0.055 Yes, if χABN ≥ 28

APB-AP CA Matrix ∼0.050 Yes, if χABN > 21
CB Interface ∼0.070 Yes
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particles non-uniformly within the A or B blocks, and the par-
ticle distribution is then naturally concentrated within the B-
rich domains since it is tethered to the end of this block. In the
CB region of parameter space, the particle volume fraction at
the interface is approximately 0.065, and the concentrations
of the A and B blocks within the cylinder cores and matrix,
respectively, are approximately 0.85; hence this region of the
morphological phase diagram meets the criteria for applica-
tion to nanofiltration membranes.

For the ABP-AP system, however, this is more than sim-
ply an entropic effect induced by the attachment to the B
block, but is also due to the high affinity of the B segments
toward the particles, which provides them with a strong ener-
getic motivation to cluster around the particles, in addition to
the incompatibility of the particles with the A segments. As in
the ABP-N system, an acceptable particle concentration (ap-
proximately 0.075) can be achieved at the interfaces in the
CB region of parameter space. Another positive improvement
over the ABP-N system is that the cylinder domain regions
(CA and CB) of the phase diagram are much wider than the
previous case, allowing more flexibility in the tuning of de-
sign parameters.

In the case of the ABP-BP system, where the particles
disfavor the B segments and favor the A segments, the cylin-
ders are very diffuse, with wide interfaces. Although the parti-
cle distribution exhibits peaks in the relatively large interfacial
regions, the overall magnitude of φP does not meet the stated
design criterion of 0.06. Furthermore, the concentration of the
respective blocks within the matrix or cylinder cores is very
low, approximately 0.7.

In the APB-N system, the particles act merely as a screen
to shield the A and B segments from each other. Conse-
quently, the maximum concentration of particles occurs at the
interfaces, where the particles act to screen the A and B seg-
ments from each other. Nevertheless, since the particles are
neutral to both types of segments, there is a significant con-
centration of particles that remain in the cylinder cores and
the matrix phase, thus reducing the concentration at the in-
terface to a value below the stated design criterion. However,
increasing the degree of mismatch between the A and B seg-
ments can drive more particles to the interface, where they
reduce the system energy by screening the A and B segments
from each other; hence an acceptable value of φP can actually
be achieved if χABN is high enough.

The APB-AP system, in which particles disfavor the A
segments and favor the B segments, provides a very wide
range of possibilities for NF membrane applications. When
the length of the A block is relatively small (the CA region),
A segments are predominantly located within the cylinder
cores, with a high concentration of particles at the interface
screening the B blocks; however, these particles are only lo-
cated there because of their location along the chain (i.e.,
tethered between the A and B blocks) simply because from
the viewpoint of the A segments, the particles are energet-
ically more unfavorable than the B segments at low values
of χABN. Nevertheless, the highest particle concentration is
within the matrix domain since the particles are attractive to
the B segments, which thus tend to surround them. As χABN
is increased, the energetic mismatch between the A and B

segments increases in magnitude relative to the mismatch be-
tween the A segments and particles (χAPN = 30), and hence
the A blocks ultimately view the particles as simply additional
B segments. Hence there is a decreasing energetic tendency
for the A blocks to push the particles away from the interface
and into the matrix phase. At the same time, there is a lower
driving force for the B blocks to pull the particles into the
matrix phase since the B segments increasingly want to avoid
the interfaces where they come into close proximity with the
A segments. Hence, as χABN is increased, the natural loca-
tion of the center-tethered particles concentrates them at the
interface, and it indeed becomes possible to meet the stated
design criteria. When the A blocks are relatively long (the CB

region), the natural tendency of the A segments to repulse the
particles pushes them toward regions of high interfacial cur-
vature, forcing the B segments into highly compacted cylinder
cores. This effect intensifies as χABN is elevated, since the de-
gree of mismatch between the A and B segments increases
relative to the A-P and B-P interactions. Consequently, the
particles are increasingly located at the interfaces, given their
tethering location between the two blocks. In both the CA and
CB regions, the cylinder cores and surrounding matrix are al-
most entirely free of the opposite segments at high values of
χABN, i.e., φA and φB of approximately 0.95 in their respec-
tive domains. Note that the APB-BP morphological phase di-
agram is simply the mirror image of the APB-AP diagram, so
the stated conclusions also apply to the APB-BP system.

In summary, the most reliable way to produce copoly-
mer thin films with cylinders of highly concentrated particles
at the interface is to have particles that possess a high affin-
ity for the B segments while strongly disfavoring the A seg-
ments. In this case, a moderately sized domain of the phase
diagram, the CB region, is accessible to this particular mor-
phology. Careful tuning of the relevant interaction parameters
between the blocks and the particles might therefore provide
a pathway to tailoring of both steric and charge screening in
nanoporous copolymer membranes once the cylinder-forming
block of the copolymer has been thermally or chemically
degraded.

D. Critical point of the phase diagrams

It is interesting to examine the effect that particle affinity
has upon the ordered-phase segregation in the ABP and APB
systems. The critical point of the ordered-phase envelope is
displayed as a function of different pairs of χAPN and χBPN
at fA ≈ 0.5 in Fig 6. For the ABP system (Fig. 6(a)), the left
most datum point corresponds to the ABP-BP system stud-
ied above, and the right most to the ABP-AP system, with the
ABP-N system at the center of the profile. When the particles
are highly repulsive to the B segments and highly attractive to
the A segments, the critical point remains constant at a value
of χABN ≈ 13. In this regime, the entropically unfavorable
configurations caused by the particle attraction to the A seg-
ments dominate the overall free energy, as described above.
Because of this, morphologies with the desired concentration
of particles at the interface of the cylinder domains cannot
be achieved. As the particle interaction strength decreases,
the energetic effects begin to counteract the effect of the
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FIG. 6. Values of χABN of the ordered-phase critical points for diblock copolymers as functions of the particle/block interaction parameters: (a) end-tethered
particles and (b) center-tethered particles. Note that the data profile in (b) should be symmetric around the point χAPN = χBPN = 0 due to the symmetry of the
APB systems.

configurational entropy until the particles are completely neu-
tral in the ABP-N system. Here the particles tend to agglomer-
ate at the interface to screen the A and B segments from each
other, producing a counterintuitive high concentration of par-
ticles between the cylinder cores and matrix phase. Moving
further to the right in Fig. 6(a), the end-tethered particle pri-
marily acts as an additional B segment, at least from the per-
spective of the A segments, and so the particle concentration
in the A phase, whether in the cylindrical domains (CA region)
or in the matrix phase (CB region), is exceedingly low; conse-

quently, the particle concentration at the interface and in the
B-rich domains is higher than in the neutral particle system.
This increasingly high degree of segregation moving to the
right in Fig. 6(a) provides the driving force for the decrease in
the critical point.

As for the APB system displayed in Fig. 6(b), the quali-
tative behavior displays the same trend exhibited by the ABP
systems, i.e., the minimum decreases with increasing dis-
parity between the two block-particle interaction parameters
moving to the right from the neutral APB-N system. The
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reason for this is the same as above: the increasingly repul-
sive force between the A segments and the particle drives a
higher degree of segregation of the particles at the cylinder
interfaces and within the B-rich domains. Consequently, the
APB-AP system possesses higher concentrations of particles
at the interfaces than the neutral APB-N system, in general,
and an increasing value of χAPN drives down the ordered-
phase critical point and leads to even higher concentrations of
particles at the cylinder interfaces. This type of information
could be very important for initial screening of particle inter-
action properties for grafting onto block copolymers designed
for specific applications.

IV. CONCLUSIONS

In summary, it was determined that there are a variety
of 3-dimensional morphologies that can be produced from
the self-assembly of diblock copolymer chains with tethered
nanoparticles that possess the desired characteristics for po-
tential application to nanofiltration membranes. Our targeted
morphologies were those in which hexagonally packed cylin-
ders, composed primarily of an easily degradable block, were
formed within a surrounding non-degradable matrix phase,
with a specific concentration of particles at the interface be-
tween the two domains. The cylinder diameter, hexagonal
packing dimensions, and the distributions of particles at the
interfaces could be tuned via varying the interaction param-
eters of the blocks and particles, as well as using the rela-
tive lengths of the copolymer blocks fA, thus providing an op-
portunity to tailor the steric and charge screening of potential
nanofiltration membranes. As a general guideline, the great-
est degree of interfacial particle concentration is achieved
when the incompatibility between the two copolymer blocks
is fairly high, but this may lead to cylinders of larger diame-
ter with more diffuse interfaces for end-tethered particle sys-
tems. Hence both steric and charge exclusion would decrease
simultaneously. However, the cylinder size could be more ef-
fectively controlled, especially if smaller diameter cylinders
are desired with sharp interfaces, by choosing particles that
are very incompatible with one of the copolymer blocks. Nev-
ertheless, the number of competing phenomena, which con-
tribute to the overall balance of entropy and energetic effects
that constitute the overall free energy is so delicate that iden-
tifying general trends is very difficult.

The pore size is critical for steric exclusion in nanofiltra-
tion applications, as is their number density, which is closely
related to the packing dimension of the hexagonal array. Both
of these quantities need to be tuned to ensure that the mem-
brane has a reasonable throughput at low pressures. Conse-
quently, a balance must be struck between the pore diameter,
the packing dimension, and the surface charge density of the
particles in order to tailor the proper steric and charge ex-
clusion for a particular nanofiltration application, and varying
χABN alone will likely not be effective. The most critical pa-
rameters dictating pore size are the interaction parameters χ ij

and the molecular weight of the copolymer, which can be cho-
sen a priori to coarse-tune the approximate pore size of the
self-assembled membrane desired. The volume fraction of the
A block, fA, was determined to be only effective at fine-tuning

the cylinder diameters and packing dimensions because these
quantities vary only slightly with fA since the CA and CB re-
gions are rather narrow.

Given the enormous wealth of unexplored potential
membrane materials, it is certainly possible that a judicious
design of a diblock copolymer and charged nanoparticle sys-
tem could ultimately lead to advances in the applicability
of nanofiltration membranes. The use of self-consistent field
simulations offers another avenue of exploration in this di-
rection for targeting specific design criteria, such as pore
size and surface charge density, in nanofiltration membrane
production.
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